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Large Hadron Collider
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ATLAS: A Toriodal LHC ApparatuS

Multi-layer detector with trackers, calorimeters & muon chambers 
For reconstructing electrons, muons, photons, and jets from quark 
hadronization

4 J. Webster

protons



The Standard Model (SM) and the Higgs

Simple & accurate description of elementary particles and their 
interactions 
Consistent theory of strong, weak & electromagnetic forces 
Gauge theory: SU(3)⊗SU(2)⊗U(1) 

Implies massless matter particles and gauge bosons 

“Spontaneous symmetry breaking” allows for massive fermions & 
weak bosons, and predicts additional Higgs boson

5
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L = ?

“Spontaneously Symmetry Breaking”
Allows for Massive fermions, Massive Weak bosons and Gauge Invariance
Additional particle predicted by the theory.
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The Higgs Discovery

6 J. Webster

July, 2012: Higgs-like boson observed in γγ, 
ZZ*, and WW* events by both ATLAS and 

CMS collaborations 

2013 Nobel to Higgs & Englert

All particles in the SM have now been observed, but questions remain: 
Dark matter, Matter-antimatter asymmetry, Neutrino mass / oscillations, hierarchy 
problem 

Motivation to make precise measurements of the Higgs to expose any signs of 
possible new physics beyond the SM

excited reactions at CERN



Higgs boson spin/CP
SM Higgs is CP-even scalar, 0+ 

Final state observables can be used to test this hypothesis against other 
discrete eigenstates, e.g. CP-odd (0-), CP-even with BSM couplings to 
higher dimensional operators (0+h), graviton-like 2+ 

ATLAS combination of  H→γγ,  H→ZZ*→4ℓ,  H→WW*→eνμν

7 J. Webster))
1

)/L(H
0

log(L(H
-40 -30 -20 -10 0 10 20 30 40

Ar
bi

tra
ry

 n
or

m
al

iz
at

io
n

-510

-410

-310

-210

-110

1

10 ATLAS Preliminary l 4→ ZZ* →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

Data
+0
−0

))
1

)/L(H
0

log(L(H
-40 -30 -20 -10 0 10 20 30 40

Ar
bi

tra
ry

 n
or

m
al

iz
at

io
n

-510

-410

-310

-210

-110

1

10
ATLAS Preliminary l 4→ ZZ* →H 

-1 = 7 TeV, 4.5 fbs
-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

Data
+0
h
+0

))
1

)/L(H
0

log(L(H
-40 -30 -20 -10 0 10 20 30 40

Ar
bi

tra
ry

 n
or

m
al

iz
at

io
n

-510

-410

-310

-210

-110

1

10

210

310 ATLAS Preliminary l 4→ ZZ* →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

γγ →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

Data
+0
+2

))
1

)/L(H
0

log(L(H
-40 -30 -20 -10 0 10 20 30 40

Ar
bi

tra
ry

 n
or

m
al

iz
at

io
n

-510

-410

-310

-210

-110

1

10

210

310

410
ATLAS Preliminary l 4→ ZZ* →H 

-1 = 7 TeV, 4.5 fbs
-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

γγ →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

Data
+0

<125 GeV)
T

, pgκ=2qκ( +2

Figure 6: Examples of distributions of the test statistic q defined in section 5, for the combination of decay channels.
Top row: combination of results obtained in H ! Z Z⇤ ! 4` and H ! WW ⇤ ! e⌫µ⌫ analyses for the spin-0
hypothesis. Left: pseudo-scalar hypothesis. Right: BSM scalar hypothesis. Bottow row: combination of results
obtained in H ! Z Z⇤ ! 4` and H ! WW ⇤ ! e⌫µ⌫ and H ! �� analyses for the spin-2 hypothesis. Left: spin-2
model with Universal couplings. Right: spin-2 model with with low gluon fraction and pT cut-o� at 125 GeV.
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Example Separation  

between 0+ and 0-

[ATLAS-CONF-2015-008]

0- Excluded at >99.97% CL 

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-008/
jpilcher
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Higgs boson spin/CP
SM Higgs is CP-even scalar, 0+ 

Final state observables can be used to test this hypothesis against other 
discrete eigenstates, e.g. CP-odd (0-), CP-even with BSM couplings to 
higher dimensional operators (0+h), graviton-like 2+ 

ATLAS combination of  H→γγ,  H→ZZ*→4ℓ,  H→WW*→eνμν
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For the 2+ model there are no constraints on the quark and gluon 
couplings so exclusions are calculated for κq/κg = 0, 1, 2

Tested Hypothesis Exclusion confidence level, 
tested against 0+

0- > 99.97%
0+h 99.95%

2+, κq/κg=0 > 99.99%
2+, κq/κg=1 99.99%
2+, κq/κg=2 > 99.99%

jpilcher
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CP Mixing

Also possible to have a mixture of CP eigenstates 
CP violation in the Higgs sector, exists in Two-Higgs Doublet Models 

Characterized by couplings in a tree level scattering amplitude for a 
generic scalar X: 

g1,2,4 are complex numbers that specify the CP mixture 
0+ → g1=1, g2,4≈0 
0-   → g4=1, g1,2≈0 

Can measure directly using final state observables in Higgs decays

9 J. Webster

A(X ! V V ) = v�1
⇣
g1m

2
V ✏

⇤
1✏

⇤
2 � g2f

⇤(1)
µ⌫ f⇤(2),µ⌫ + g4f

⇤(1)
µ⌫ f̃⇤(2),µ⌫

⌘

[arXiv:1208.4018]

SM Higgs BSM CP-odd contributionBSM CP-even contribution



CP Mixing
g1,2,4 are easily mapped to couplings + mixing angle α in an 
effective Lagrangian, or admixtures fg2 and fg4 

10 J. Webster

Lars Egholm Pedersen, The Niels Bohr Institute 2014 - 5/20

Conversion
• Limits can either be parameterised in term of the complex ratio of couplings g2,4/g1 

• Or in term of the effective ratio of cross sections:

6

fgi =
|gi|2�i

|g1|2�1 + |g2|2�2 + |g4|2�4
; �gi = arg

✓
gi
g1

◆
.

• For a fixed mH, and only assuming one BSM 
coupling at the time, the two measures are 
equivalent: (eq. 18) 

• Published CMS ZZ limits:  
fg4 < 0.75 (exp) fg4 < 0.58 (obs) @ 95% CL and  
μ-hat = 0.93 (arXiv:1312.5353)  

• Conversion to MadGraph cos(α) 
parametrisation used by WW known 

• Likewise for fa2, fa3 parametrisation

Internal Note: p. 4 - 13
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σi := x-sec when gi=1, gothers=0

Effective Lagrangian conversion (notation from my abstract/thesis):
g4/g1 = (κ̃AVV/κSM)tanα,    g2/g1 = κ̃HVV/κSM

BSM CP-odd  
coupling

BSM CP-even  
coupling
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Considered “golden channel” for the Higgs because of extremely 
low background and because leptons can be precisely measured 
Con: Low total yield
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×10

×10

Diboson production: 
BR(H→ZZ*) ≈ 2.8% 

~10x lower than H→WW* 
~10x higher than H→γγ 

jpilcher
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Diboson production: 
BR(H→ZZ*) ≈ 2.8% 

~10x lower than H→WW* 
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Diboson decay: 
BR(H→ZZ*→4ℓ) ≈ 1.3×10-4 

~10x lower than H→γγ 
and H→WW*→eνμν 

Low reconstruction efficiency  
~ (lepton reconstruction eff)4
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H→ZZ*→4ℓ observables

Lots of useful observables with 4 leptons in final state…

13 J. Webster
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FIG. 1: Illustration of an exotic X particle production and decay in pp collision gg or qq̄ → X → ZZ → 4l±. Six angles fully
characterize orientation of the decay chain: θ∗ and Φ∗ of the first Z boson in the X rest frame, two azimuthal angles Φ and Φ1

between the three planes defined in the X rest frame, and two Z-boson helicity angles θ1 and θ2 defined in the corresponding
Z rest frames. The offset of angle Φ∗ is arbitrarily defined and therefore this angle is not shown.

discussed in Refs. [21–23] KK graviton decays into pairs of gauge bosons are enhanced relative to direct decays into
leptons. Similar situations may occur in “hidden-valley”-type models [24]. An example of a ”heavy photon” is given
in Ref. [25].
Motivated by this, we consider the production of a resonance X at the LHC in gluon-gluon and quark-antiquark

partonic collisions, with the subsequent decay of X into two Z bosons which, in turn, decay leptonically. In Fig. 1,
we show the decay chain X → ZZ → e+e−µ+µ−. However, our analysis is equally applicable to any combination of
decays Z → e+e− or µ+µ−. It may also be applicable to Z decays into τ leptons since τ ’s from Z decays will often be
highly boosted and their decay products collimated. We study how the spin and parity of X , as well as information
on its production and decay mechanisms, can be extracted from angular distributions of four leptons in the final state.
There are a few things that need to be noted. First, we obviously assume that the resonance production and

its decays into four leptons are observed. Note that, because of a relatively small branching fraction for leptonic Z
decays, this assumption implies a fairly large production cross-section for pp → X and a fairly large branching fraction
for the decay X → ZZ. As we already mentioned, there are well-motivated scenarios of BSM physics where those
requirements are satisfied.
Second, having no bias towards any particular model of BSM physics, we consider the most general couplings of the

particle X to relevant SM fields. This approach has to be contrasted with typical studies of e.g. spin-two particles
at hadron colliders where such an exotic particle is often identified with a massive graviton that couples to SM fields
through the energy-momentum tensor. We will refer to this case as the “minimal coupling” of the spin-two particle
to SM fields.
The minimal coupling scenarios are well-motivated within particular models of New Physics, but they are not

sufficiently general. For example, such a minimal coupling may restrict partial waves that contribute to the production
and decay of a spin-two particle. Removing such restriction opens an interesting possibility to understand the couplings
of a particle X to SM fields by means of partial wave analyses, and we would like to set a stage for doing that in this
paper. To pursue this idea in detail, the most general parameterization of the X coupling to SM fields is required.
Such parameterizations are known for spin-zero, spin-one, and spin-two particles interacting with the SM gauge
bosons [7, 8] and we use these parameterizations in this paper. We also note that the model recently discussed in
Refs. [21–23] requires couplings beyond the minimal case in order to produce longitudinal polarization dominance.
Third, we note that while we concentrate on the decay X → ZZ → l+1 l

−
1 l

+
2 l

−
2 , the technique discussed in this

paper is more general and can, in principle, be applied to final states with jets and/or missing energy by studying
such processes as X → ZZ → l+l−jj, X → W+W− → l+νjj, etc. In contrast with pure leptonic final states,
higher statistics, larger backgrounds, and a worse angular resolution must be expected once final states with jets and

cosθ1, cosθ2, Φ, m12, m34

m4l, pT,4l, η4l, cosθ*

Sensitivity to g1,2,4

Background separation

[arXiv:1208.4018]



Signal distributions at parton-level

g1=1 (0+) 
g4=1 (0-) 
g2=g1=1

14 J. Webster
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Appendix B: Angular and mass distributions

We illustrate MC simulation and compare it to the derived analytical angular and mass distributions in Figs. 11
and 12 for the ZZ, and in Fig. 13 for the WW final states. The X → γγ distributions are shown in Fig. 2.
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FIG. 11: Distributions of the observables in the X → ZZ analysis, from left to right: spin-zero, spin-one, and spin-two signal,
and qq̄ → ZZ background. The signal hypotheses shown are J+

m (red circles), J+
h (green squares), J−

h (blue diamonds), as
defined in Table I. Background is shown with the requirements m2 > 10 GeV and 120 < m4ℓ < 130 GeV. The observables
shown from top to bottom: m1 and m2 (where m1 > m2). Points show simulated events and lines show projections of analytical
distributions.
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FIG. 12: Distributions of the observables in the X → ZZ analysis, from left to right: spin-zero, spin-one, and spin-two signal,
and qq̄ → ZZ background. The signal hypotheses shown are J+

m (red circles), J+
h (green squares), J−

h (blue diamonds), as
defined in Table I. Background is shown with the requirements m2 > 10 GeV and 110 < m4ℓ < 140 GeV. The observables shown
from top to bottom: cos θ∗, Φ1, cos θ1, cos θ2, and Φ. Points show simulated events and lines show projections of analytical
distributions.

The scattering amplitude can be used to calculate an analytical matrix-
element ℳ(cosθ1, cosθ2, Φ, m12, m34 | g1,2,4) that tells us how to 

expect the data to be distributed for different values of g1,2,4
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FIG. 12: Distributions of the observables in the X → ZZ analysis, from left to right: spin-zero, spin-one, and spin-two signal,
and qq̄ → ZZ background. The signal hypotheses shown are J+

m (red circles), J+
h (green squares), J−

h (blue diamonds), as
defined in Table I. Background is shown with the requirements m2 > 10 GeV and 110 < m4ℓ < 140 GeV. The observables shown
from top to bottom: cos θ∗, Φ1, cos θ1, cos θ2, and Φ. Points show simulated events and lines show projections of analytical
distributions.
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FIG. 12: Distributions of the observables in the X → ZZ analysis, from left to right: spin-zero, spin-one, and spin-two signal,
and qq̄ → ZZ background. The signal hypotheses shown are J+

m (red circles), J+
h (green squares), J−

h (blue diamonds), as
defined in Table I. Background is shown with the requirements m2 > 10 GeV and 110 < m4ℓ < 140 GeV. The observables shown
from top to bottom: cos θ∗, Φ1, cos θ1, cos θ2, and Φ. Points show simulated events and lines show projections of analytical
distributions.
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Simulated data for the measurement

ZZ Background: MC 

Reducible backgrounds: Z+jets, ttbar, WZ  
Mix of MC and data-driven methods 

Signal: 
Production in PowHeg @ NLO; decay with JHU generator at LO 
We need simulated signal for many different CP-mixtures 
Save computer time by using the matrix-element to reweight a 
single MC sample to any target CP-mixture 
Each event is weighted separately based on the truth-level 
observables x⃗=(cosθ1, cosθ2, Φ, m1, m2)
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wi =
|M(~xi|target g1,2,4)|2

|M(~xi|source g1,2,4)|2
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Simulated data for the measurement

ZZ Background: MC 

Reducible backgrounds: Z+jets, ttbar, WZ  
Mix of MC and data-driven methods 

Signal: 
Production in PowHeg @ NLO; decay with JHU generator at LO 
We need simulated signal for many different CP-mixtures 
Save computer time by using the matrix-element to reweight a 
single MC sample to any target CP-mixture 
Each event is weighted separately based on the truth-level 
observables x⃗=(cosθ1, cosθ2, Φ, m1, m2)
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wi =
|M(~xi|target g1,2,4)|2

|M(~xi|source g1,2,4)|2
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Single + di-lepton triggers 
Electrons: 

ET > 7 GeV 
|η| < 2.47 

Muons: 
pT > 6 GeV 
|η| < 2.7 

Require 4 separated leptons with 
 ΔR=√[Δφ²+Δη²]>0.1, 2 OSSF pairs 
50 < m12 < 106 GeV 
12 < m34 < 65 GeV 
115 < m4ℓ < 130 GeV 
(retains 95% of signal) 

Events divided into 4 final states: 4μ, 2e2μ, 2μ2e, 4e

on the Higgs boson transverse momentum, evaluated as described in Sec. 4.6, has a negligible impact on the mass and
the inclusive signal rate measurements. The uncertainty on the integrated luminosity is given in Sec. 4.6, and has a
negligible impact on the mass measurement.

5.6. Results
Figure 6(a) shows the m4` distribution of the selected candidates for 7 TeV and 8 TeV collision data along with the

expected distributions for a signal with a mass of 124.5 GeV and the ZZ⇤ and reducible backgrounds. The expected
signal is normalized to the measured signal strength, given below. Figure 6(b) shows the BDTZZ⇤ output versus
m4` for the selected candidates in the m4` range 110–140 GeV. The compatibility of the data with the expectations
shown in Fig. 6(b) has been checked using pseudo-experiments generated according to the expected two-dimensional
distributions and good agreement has been found. Table 3 presents the observed and expected number of events forp

s = 7 TeV and
p

s = 8 TeV, in a mass window of 120–130 GeV, corresponding to about ±2�m4` .
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Figure 6: (a) Distribution of the four-lepton invariant mass for the selected candidates in the m4` range 80–170 GeV for the combined 7 TeV and
8 TeV data samples. Superimposed are the expected distributions of a SM Higgs boson signal for mH=124.5 GeV normalized to the measured signal
strength, as well as the expected ZZ⇤ and reducible backgrounds. (b) Distribution of the BDTZZ⇤ output, versus m4` for the selected candidates in
the 110–140 GeV m4` range for the combined 7 TeV and 8 TeV data samples. The expected distribution for a SM Higgs with mH = 124.5 GeV is
indicated by the size of the blue boxes, and the total background is indicated by the intensity of the red shading.

The measured Higgs boson mass in the H ! ZZ⇤ ! 4` decay channel obtained with the baseline 2D method is:

mH = 124.51 ± 0.52 (stat) ± 0.06 (syst) GeV
= 124.51 ± 0.52 GeV

(4)

where the first error represents the statistical uncertainty and the second the systematic uncertainty. The systematic
uncertainty is obtained from the quadrature subtraction of the fit uncertainty evaluated with and without the systematic
uncertainties fixed at their best fit values. Due to the large di↵erence between the magnitude of the statistical and sys-
tematic uncertainties, the numerical precision on the quadrature subtraction is estimated to be of the order of 10 MeV.
The measured signal strength for this inclusive selection is µ = 1.66+0.45

�0.38, consistent with the SM expectation of one.
The most precise results for µ from this data are based on an analysis optimized to measure the signal strength [18].
The expected statistical uncertainty for the 2D fit with the observed µ value of 1.66 is 0.49 GeV, consistent with the
observed statistical uncertainty. With the improved uncertainties on the electron and muon energy scales, the mass un-
certainty given above is predominantly statistical with a nearly negligible contribution from systematic uncertainties.
The mass measurement performed with the 1D model gives mH = 124.63 ± 0.54 GeV, consistent with the 2D result
where the expected di↵erence has an RMS of 250 MeV estimated from Monte Carlo pseudo-experiments. These
measurements can be compared to the previously reported result [15] of 124.3+0.6

�0.5 (stat) +0.5
�0.3 (syst) GeV, which was

obtained using the 1D model. The di↵erence between the measured values arises primarily from the changes to the
channels with electrons – the new calibration and resolution model, the introduction of the combined track momentum
and cluster energy fit, and the improved identification, as well as the recovery of non-collinear FSR photons, which
a↵ects all channels. In the 120–130 GeV mass window, there are four new events and one missing event as compared
to Ref. [15]. Finally as a third cross-check, the measured mass obtained with the per-event-error method is within 60
MeV of the value found with the 2D method.
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(Approximate) Event selection
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Event Yields

Dataset: 20.3 fb-1 @ 8 TeV, 4.7 fb-1 @ 7 TeV

18 J. Webster

Final State Signal ZZ⇤ Reducible Bkg Total Expected Observedp
s = 8 TeV

4µ 5.81 3.36 0.97 10.14 13
2e2µ 3.72 2.33 0.84 6.89 9
2µ2e 3.00 1.59 0.52 5.11 8
4e 2.91 1.44 0.52 4.87 7
Combined 15.44 8.72 2.85 27.01 37p

s = 7 TeV
4µ 1.02 0.65 0.14 1.81 3
2e2µ 0.64 0.45 0.13 1.22 2
2µ2e 0.47 0.29 0.53 1.29 1
4e 0.45 0.26 0.59 1.30 2
Combined 2.58 1.65 1.39 5.62 8

Events passing selection in data = 45 
Observed S/B = 2.1 (Expected = 1.2)

jpilcher
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Summarize the number expected too.  This is very interesting.



Measurement strategies

Two approaches done in parallel to cross-check one another, both 
using of the analytical matrix-element: 

9D Matrix-Element Method (9DMEM): Fit using 9-dimensional shape 
of all the useful observables 

Matrix-Element Observable Method (ME-Obs): Collapse the many 
observables into 3 multivariate discriminants and fit using 3D shape 
of discriminants 

Boosted Decision Tree (BDT) for background separation 
Matrix-element ratios for sensitivity to g1,2,4

19 J. Webster



9DMEM signal model

Binned 9D histogram would 
require unrealistically large 
number of simulated events! 
Solution: slice 9D shape into 
4 pieces, neglecting small 
correlations 
m4l, (pT,4l, η4l), cosθ* & 
(cosθ1, cosθ2, Φ, m12, m34)

20 J. Webster
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 InternalATLAS
 = 8 TeVs, µ4

Signal MC
SMκ = HVVκ∼ = αtanAVVκ∼

For the 5D piece, we start with the parton-level shape from the matrix-
element and apply corrections for detector efficiency, acceptance & 
resolution 

Corrections are 2D and 3D MC histograms divided by matrix-element 

g1=g2=g4=1



9DMEM background model

Similar approach for backgrounds, but we have fewer MC events 
and no validated ME-based parton-level prediction, so there are 
more neglected correlations: 

m4l, (pT,4l, η4l), cosθ*, (cosθ1, cosθ2), Φ, (m12, m34) 
m4l piece is smoothed using Kernel Density Estimation 

Note: Neglecting more correlations in background than signal could lead 
to biased measurement. This gets incorporated as a systematic 
uncertainty, which ends up being negligible.

21 J. Webster

jpilcher
Highlight
Nobody knows what this is.



Reconstructed shapes & data

22 J. Webster

Projected onto 6 of the 9 observables

g1,2,4 sensitivityBackground separation
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Fit strategy

Measure of g2/g1 & g4/g1 separately assuming real values & 
focusing on interval [-10, 10] where we currently have sensitivity 

Profile-likelihood fit 

Signal strength μ=σ/σSM and Higgs mass mH are free parameters 
determined by fit 

Measured values consistent with SM 

Dominant systematics: 
Theoretical ZZ* background rates from parton distribution function 
and QCD Scale 
Reducible background uncertainties from transfer factor method 
Luminosity uncertainty 

Dominant uncertainties combined have < O(0.5%) impact on 
expected g4/g1 95% CL limits

23 J. Webster

jpilcher
Highlight
Nobody knows what this is.  At lease show the likelihood function and it's arguments.  Indicate what distributions you will fit.

jpilcher
Highlight
Be prepared to explain the reason for keeping these two parameters free.  I assume mu allows you to normalize the MC to the data.  The fit for Mh is less clear to me.



Example fit
Validate model by fitting to MC and checking that the measured results 
are consistent with the injected values 
Example: Fitting to O(100K) SM events, reweighted to 10 x the current 
luminosity:
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αtan
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Figure 11: Expected and observed distributions of �2 ln(�) for fits of ̃HVV /SM (left) and ( ̃AVV /SM) · tan ↵
(right) for the H ! Z Z⇤ ! 4` analysis using the cross-check 9D fit method. The expected curves are calculated
assuming the Standard Model JP = 0+ with the signal strength µ = 1 and with the signal strength fitted to data:
µ̂. The horizontal dotted and dashed gray lines represent the levels of �2 ln(⇤) above which the values of coupling
ratios under study are excluded above 68 and 95% CL.
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g4/g1 g2/g1

Best-fit signal strength μ̂=σ̂/σSM≈1.7 assuming 0+ 
Results are consistent with SM @ 0

Parameter
Best-fit Excluded at 95% CL

Expected [red] Observed Expected [red] Observed
g4/g1 0.00   . -0.91   . <-2.99 and >2.99 <-3.24 and >0.91
g2/g1 0.00   . -0.36   . <-0.65 and >3.99 <-0.82 and >0.87

+0.85 
- 0.96

+1.49 
- 1.49

+0.82 
- 0.40

+0.42 
- 0.26
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g4/g1 g2/g1

Parameter
Best-fit Excluded at 95% CL

Expected [red] Observed Expected [red] Observed
g4/g1 0.00   . -0.91   . <-2.99 and >2.99 <-3.24 and >0.91
g2/g1 0.00   . -0.36   . <-0.65 and >3.99 <-0.82 and >0.87

+0.85 
- 0.96

+1.49 
- 1.49

+0.82 
- 0.40

+0.42 
- 0.26

2HDM/Technicolor Models predict g4/g1 ≈ O(0.1) [arXiv:1307.1347] 
SM electroweak corrections predict g2/g1 ≈ O(0.01)

http://www.apple.com
jpilcher
Sticky Note
No need to mention this but it's clear that these constraints are not very stringent. i.e. you can fit the data fine with a CP violating amplitude of roughly the same  strength as the CP conserving one (i.e. g4 ~ 0.9 g1).
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g4/g1 g2/g1

6.4 Individual and combined results

The results of the tensor structure analyses performed in the H ! WW ⇤ ! e⌫µ⌫ channel are reported in
Ref. [8] and, for completeness, they are also summmarised in Table 8.

Coupling ratio Best fit value 95% CL Exclusion Regions
H ! WW ⇤ ! e⌫µ⌫ Expected Observed Expected Observed
̃HVV /SM 0.0 �1.3 [�1.2,�0.7] (�1,�2.2]

S
[�1,�0.85]

S
[0.4,1)

( ̃AVV /SM) · tan ↵ 0.0 �0.2 – (�1,�6]
S

[5,1)

Table 8: Fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵ and 95% CL excluded regions obtained in H !
WW ⇤ ! e⌫µ⌫ analysis. The expected values are produced for the signal strength measured in data and assuming
best fit values for all other nuisance parameters. Only data collected at

p
s = 8 TeV are used. The symbol "–"

denotes the absence of 95% CL sensitivity.

The distributions of the test statistic for fits of ̃HVV /SM and ( ̃AVV /SM) · tan ↵ measured in the
H ! Z Z⇤ ! 4` analysis are shown in Figure 8. These results are obtained assuming only one BSM
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Figure 8: Expected and observed distributions of the test statistic for fits of ̃HVV /SM (left) and ( ̃AVV /SM) · tan ↵
(right) for the H ! Z Z⇤ ! 4` analysis. The expected curves are calculated assuming the Standard Model JP = 0+
signal and produced with the Standard Model signal strength µ = 1 and with the signal strength fitted to data: µ̂.
The horizontal dotted black lines represent the levels of �2 ln � above which the values of coupling ratios under
study are excluded above 68 and 95% CL, respectively.

contribution to be present at a time. The expected curves are calculated assuming the Standard Model
JP = 0+ signal, both with the Standard Model signal strength, µ = 1, and with the signal strength fitted to
data, µ̂. The fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵, together with the intervals where these
couplings are excluded above 95% CL, are reported in Table 9. The fitted values agree with the Standard
Model predictions within the uncertainties.

The measurements from the H ! WW ⇤ ! e⌫µ⌫ and H ! Z Z⇤ ! 4` channels are combined under the
assumption that the BSM ratios of couplings ̃HVV /SM and ( ̃AVV /SM) · tan ↵ are the same for the W
and Z vector bosons. A common test statistic is obtained by combining the individual channels profiled
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data, µ̂. The fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵, together with the intervals where these
couplings are excluded above 95% CL, are reported in Table 9. The fitted values agree with the Standard
Model predictions within the uncertainties.

The measurements from the H ! WW ⇤ ! e⌫µ⌫ and H ! Z Z⇤ ! 4` channels are combined under the
assumption that the BSM ratios of couplings ̃HVV /SM and ( ̃AVV /SM) · tan ↵ are the same for the W
and Z vector bosons. A common test statistic is obtained by combining the individual channels profiled
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Comparison  

to ME-Obs

g4/g1 g2/g1

ME-Obs ME-Obs

Results are 
compatible



Combination with WW*
Also measured in H→WW*→eνμν channel with slightly less sensitivity 

Fit with two multi-variate discriminants:  
One for background rejection and one for separating CP-hypotheses 

Combination with ZZ* results from ME-Obs method because it is computationally faster

28 J. Webster
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Figure 10: Observed and expected distributions the test statistic for H ! WW ⇤ ! e⌫µ⌫ and H ! Z Z⇤ ! 4`
analyses and their combinations. The distributions are shown as a function of BSM coupling ratios ̃HVV /SM
and ( ̃AVV /SM) · tan ↵ , The 68% and 95% CL exclusion regions are indicated as lying above the corresponding
horizontal lines. Top row: individual H ! WW ⇤ ! e⌫µ⌫ , H ! Z Z⇤ ! 4` and combined observed distributions.
Bottom row: expected and observed combined distributions. The expected distributions are presented for the SM
signal strength and for the signal strength obtained from the fit to data.

28

 SMκ/HVVκ∼
-8 -6 -4 -2 0 2 4 6 8

λ
-2

 ln
 
0

5

10

15

20

25

30
ATLAS Preliminary

Combined

νµνe → WW* →H 
Observed

l 4→ ZZ* →H 
Observed

l 4→ ZZ* →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

α tan ⋅ ) SMκ/AVVκ∼( 
-8 -6 -4 -2 0 2 4 6 8

λ
-2

 ln
 

0

5

10

15

20

25

30
ATLAS Preliminary

Combined

νµνe → WW* →H 
Observed

l 4→ ZZ* →H 
Observed

l 4→ ZZ* →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

 SMκ/HVVκ∼
-8 -6 -4 -2 0 2 4 6 8

λ
-2

 ln
 

0

5

10

15

20

25

30
ATLAS Preliminary

Observed

signal strength fit to data
Expected:

Expected: SM

l 4→ ZZ* →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs

α tan ⋅ ) SMκ/AVVκ∼( 
-8 -6 -4 -2 0 2 4 6 8

λ
-2

 ln
 

0

5

10

15

20

25

30
ATLAS Preliminary

Observed

signal strength fit to data
Expected:

Expected: SM

l 4→ ZZ* →H 
-1 = 7 TeV, 4.5 fbs

-1 = 8 TeV, 20.3 fbs

νµνe → WW* →H 
-1 = 8 TeV, 20.3 fbs
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analyses and their combinations. The distributions are shown as a function of BSM coupling ratios ̃HVV /SM
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signal strength and for the signal strength obtained from the fit to data.
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g4/g1 g2/g1

Nice consistency with SM

Parameter
Best-fit Excluded at 95% CL

Expected [red] Observed Expected [red] Observed
g4/g1 0.00   . -0.68   . <-2.33 and >2.30 <-2.18 and >0.83
g2/g1 0.00   . -0.48   . <-0.55 and >4.80 <-0.73 and >0.63

jpilcher
Highlight
Well, I'd say significantly.  Maybe you should just remove "slightly".
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g 2
/g

1

g4/g1

Also possible to do simultaneous measurement of both parameters 
9DMEM results within ~1σ of SM prediction (solid black contour):

jpilcher
Sticky Note
This is a busy plot and hard to absorb.  In your explanation, concentrate on the 1sigma curves.



6.4 Individual and combined results

The results of the tensor structure analyses performed in the H ! WW ⇤ ! e⌫µ⌫ channel are reported in
Ref. [8] and, for completeness, they are also summmarised in Table 8.

Coupling ratio Best fit value 95% CL Exclusion Regions
H ! WW ⇤ ! e⌫µ⌫ Expected Observed Expected Observed
̃HVV /SM 0.0 �1.3 [�1.2,�0.7] (�1,�2.2]

S
[�1,�0.85]

S
[0.4,1)

( ̃AVV /SM) · tan ↵ 0.0 �0.2 – (�1,�6]
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Table 8: Fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵ and 95% CL excluded regions obtained in H !
WW ⇤ ! e⌫µ⌫ analysis. The expected values are produced for the signal strength measured in data and assuming
best fit values for all other nuisance parameters. Only data collected at

p
s = 8 TeV are used. The symbol "–"

denotes the absence of 95% CL sensitivity.

The distributions of the test statistic for fits of ̃HVV /SM and ( ̃AVV /SM) · tan ↵ measured in the
H ! Z Z⇤ ! 4` analysis are shown in Figure 8. These results are obtained assuming only one BSM
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contribution to be present at a time. The expected curves are calculated assuming the Standard Model
JP = 0+ signal, both with the Standard Model signal strength, µ = 1, and with the signal strength fitted to
data, µ̂. The fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵, together with the intervals where these
couplings are excluded above 95% CL, are reported in Table 9. The fitted values agree with the Standard
Model predictions within the uncertainties.

The measurements from the H ! WW ⇤ ! e⌫µ⌫ and H ! Z Z⇤ ! 4` channels are combined under the
assumption that the BSM ratios of couplings ̃HVV /SM and ( ̃AVV /SM) · tan ↵ are the same for the W
and Z vector bosons. A common test statistic is obtained by combining the individual channels profiled
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6.4 Individual and combined results

The results of the tensor structure analyses performed in the H ! WW ⇤ ! e⌫µ⌫ channel are reported in
Ref. [8] and, for completeness, they are also summmarised in Table 8.

Coupling ratio Best fit value 95% CL Exclusion Regions
H ! WW ⇤ ! e⌫µ⌫ Expected Observed Expected Observed
̃HVV /SM 0.0 �1.3 [�1.2,�0.7] (�1,�2.2]

S
[�1,�0.85]

S
[0.4,1)

( ̃AVV /SM) · tan ↵ 0.0 �0.2 – (�1,�6]
S

[5,1)

Table 8: Fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵ and 95% CL excluded regions obtained in H !
WW ⇤ ! e⌫µ⌫ analysis. The expected values are produced for the signal strength measured in data and assuming
best fit values for all other nuisance parameters. Only data collected at

p
s = 8 TeV are used. The symbol "–"

denotes the absence of 95% CL sensitivity.

The distributions of the test statistic for fits of ̃HVV /SM and ( ̃AVV /SM) · tan ↵ measured in the
H ! Z Z⇤ ! 4` analysis are shown in Figure 8. These results are obtained assuming only one BSM
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contribution to be present at a time. The expected curves are calculated assuming the Standard Model
JP = 0+ signal, both with the Standard Model signal strength, µ = 1, and with the signal strength fitted to
data, µ̂. The fitted values of ̃HVV /SM and ( ̃AVV /SM) · tan ↵, together with the intervals where these
couplings are excluded above 95% CL, are reported in Table 9. The fitted values agree with the Standard
Model predictions within the uncertainties.

The measurements from the H ! WW ⇤ ! e⌫µ⌫ and H ! Z Z⇤ ! 4` channels are combined under the
assumption that the BSM ratios of couplings ̃HVV /SM and ( ̃AVV /SM) · tan ↵ are the same for the W
and Z vector bosons. A common test statistic is obtained by combining the individual channels profiled
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We have nice fundamental limits characterizing 
the WW* and ZZ* final states 

Part of the motivation is to lay the groundwork for 
future measurements during Run II at the LHC 

Extrapolated expected 95% CL limits from 
H→ZZ*→4ℓ alone: 

300 fb-1:   |g2/g1| < O(0.5), |g4/g1| < O(1.6) 
3000 fb-1: |g2/g1| < O(0.1), |g4/g1| < O(0.4) 

Barely probe current models with ~3000 fb-1

Looking Ahead
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g4/g1

g2/g1



Conclusion

Fundamentally characterization of the HVV vertex 

Groundwork for future measurement with many discriminant 
observables 

Multi-dimensional fits will become more critical with more data to 
justify the simultaneous measurement of more parameters 

Small improvement estimated in Run II, but there will be more room 
for creativity

31 J. Webster

Channels
95% CL intervals

BSM CP-odd contribution BSM CP-even contribution
ZZ*-only  (9DMEM) -3.24 < g4/g1 < 0.91 -0.82 < g2/g1 < 0.87
ZZ* + WW* -2.18 < g4/g1 < 0.83 -0.73 < g2/g1 < 0.63

First CP-mixing measurement from ATLAS:
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Higgs Properties
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Property Channels Result
Mass [1503.07589] ATLAS+CMS: γγ, ZZ 125.09 ± 0.21(stat) ± 0.11(syst) GeV

xsec (8 TeV) [1504.05833] ATLAS: γγ, ZZ σpp→H = 33.0 ± 5.3(stat) ± 1.6(syst) pb 
(expected ~24 pb)

Couplings
ATLAS:  
γγ, ZZ, WW, ττ, Vbb, 
μμ, Zγ, ttH

Decay width  
via off-shell couplings

ATLAS: ZZ, WW ΓH/ΓH,SM < 5.5 × @ 95% CL [1503.01060]

CMS: ZZ ΓH/ΓH,SM < 5.4 × @ 95% CL [1405.3455]

Spin/CP details in this talk…

Just some of the highlights:

0.5− 0 0.5 1 1.5 2 2.5 3

μ
ttH

= 1.81 ± 0.80

μ
VH

= 0.80 ± 0.36

μ
VBF

= 1.23 ± 0.32

μ
ggF

= 1.23
+0.23

−0.20

Parameter value

ATLAS Preliminary
√s = 7 TeV, 4.5 − 4.7 fb

−1 √s = 8 TeV, 20 .3 fb
−1

m
H
= 125 .36 GeV

68% CL:

95% CL:

Figure 5: The best-fit signal-strength values of di↵erent production modes determined from the combined fit to
the
p
s = 7 and 8 TeV data. The inner and outer error bars correspond to 68% CL and 95% CL intervals. Total

uncertainties combining statistical, experimental and theoretical systematic uncertainties are shown. The fit assumes
the SM values of the Higgs boson decay branching ratios for mH = 125.36 GeV.

nevertheless yield a reasonable measurement for the total cross section. The resulting total Higgs boson
production cross sections at the two energies are

�H (7 TeV) = 22.1 +7.4
�6.0 pb = 22.1 +6.7

�5.3 (stat) +2.7
�2.3 (expt.) +1.9

�1.4 (theo.) pb and

�H (8 TeV) = 27.7 ± 3.7 pb = 27.7 ± 3.0 (stat.) +2.0
�1.7 (expt.) +1.2

�0.9 (theo.) pb ,

to be compared with the theoretical predictions of (17.4 ± 1.6) pb at
p
s = 7 TeV and (22.3 ± 2.0) pb atp

s = 8 TeV, as shown in Table 1.

These cross sections are di↵erent from what one would naively expect from the global signal-strength val-
ues discussed in Section 4.1, particularly for

p
s = 7 TeV. The di↵erences are largely the result of analysis

categorisation. Categories often explore production processes or phase space regions with distinct signal-
event topologies. The resulting good signal-to-background ratios can significantly improve the precision
of the signal-strength measurements. However, these categories often account for small fractions of the
production cross section and thus have limited impact on the total cross-section measurement which is
dominated by processes with larger expected cross sections. One good example is the VBF category. It
contributes significantly to the global signal-strength measurement, but has a relatively minor impact on
the total cross-section measurement.
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ATLAS Higgs rates in different final states
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3.7+ = -0.7µOverall: µµ →H 125.5

4.3-
4.5+ = 2.7µOverall: γ Z→H 125.5

1.1-
1.1+ = 1.5µ: bb

1.2-
1.4+ = 2.1µMultilepton: 
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2.6+ = 1.3µ: γγ

ttH
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Input measurements
µ on σ 1±

Figure 1: Summary of the signal-strength measurements, as published, from individual analyses that are inputs to
the combinations. The Higgs boson mass column indicates the mH value at which the result is quoted. The overall
signal strength of each analysis (black) is the combined result of the measurements for di↵erent production pro-
cesses (blue). The error bars represent ±1� total uncertainties, combining statistical and systematic contributions.
The green shaded bands indicate the uncertainty of the overall signal strength of its respective analysis. The com-
bined signal strength of the H ! �� analysis also includes the ttH contribution which is listed separately under the
ttH production.

boson yield and its SM expectation:

µ =
� ⇥ BR

(� ⇥ BR)SM
. (1)

For a specific production process i and decay channel f , i.e., i ! H ! f , the signal-strength parameter
is labelled as µ f

i
.

Leptons (`) refer to electrons or muons unless specified otherwise; the symbols ⌧lep and ⌧had refer to
tau leptons identified through their decays to leptons or hadrons; and variables pT, ET and Emiss

T refer

5



Effective Lagrangian Approach
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Mixture characterized by non-SM couplings in Eff. Lagrangian:

studied in this note, is forbidden by the Landau–Yang theorem [12, 13] for a spin-1 particle. Moreover,
the spin-1 hypothesis was already studied in the previous ATLAS publication [3] in the H ! Z Z⇤ ! 4`
and H ! WW ⇤ ! e⌫µ⌫ decays and excluded at more than 99% CL. The ⇤ cuto� scale is set to 1 TeV in
this note to account for the experimental results obtained by the LHC and previous collider experiments
that show no evidence of new physics at lower energy scales.

3.1 The spin-0 hypothesis

In the spin-0 hypothesis, models with fixed spin and parity, and models with mixed SM spin-0 and BSM
spin-0 CP-even and CP-odd contributions are considered. In the Higgs boson characterisation model, the
description of the spin-0 particle interaction with pairs of W and Z bosons is given through the following
interaction Lagrangian:

LV
0 =

(
c↵ SM

f
1
2gHZZ ZµZ µ + gHWWW+µW�µ

g
�1

4
1
⇤

f
c↵ HZZ Zµ⌫ Z µ⌫ + s↵ AZZ Zµ⌫ Z̃ µ⌫

g
(1)

� 1
2

1
⇤

f
c↵ HWWW+µ⌫W�µ⌫ + s↵ AWWW+µ⌫W̃�µ⌫

g)
X0.

Here V µ represents the vector-boson field (V = Z,W±), the V µ⌫ are the reduced field tensors and the
dual tensor is defined as Ṽ µ⌫ = 1

2"
µ⌫⇢�V⇢� . The symbols SM, HVV and AVV denote the coupling

constants corresponding to the interaction of Standard Model, BSM CP-even and BSM CP-odd spin-0
particles, represented by the X0 field, with Z Z or WW pairs. Other higher-order operators described in
Ref. [7], namely the derivative operators, are not included in Eq. 1 and have been neglected in this analysis
since they induce modifications of the discriminant variables well below the sensitivity achievable with the
available data sample. To ensure that the Lagrangian terms are Hermitian, these couplings are assumed to
be real. The mixing angle ↵ allows for production of CP-mixed states and implies CP-violation for ↵ , 0
and ↵ , ⇡, provided the corresponding coupling constants are non-vanishing. The following notation is
used: s↵ = sin ↵ and c↵ = cos ↵. The Standard Model coupling strengths, gHVV , are proportional to the
square of the vector boson masses: gHVV / m2

Z/W .

In the spin-0 hypothesis, the Standard Model Higgs boson model is compared to two alternatives: the
CP-odd JP = 0� and the BSM CP-even JP = 0+

h
hypotheses. All three models are obtained by selecting

the corresponding parts of the Lagrangian described in Eq. 1 while setting all other contributions to zero.
The choice of couplings used for modelling the spin-0 hypotheses tested in the current analysis is shown
in Table 1.

JP Model Choice of tensor couplings
SM HVV AVV ↵

0+ Standard Model Higgs boson 1 0 0 0
0+
h

BSM spin-0 CP-even 0 1 0 0
0� BSM spin-0 CP-odd 0 0 1 ⇡/2

Table 1: Benchmark scenarios for spin-0 boson tensor couplings used in the fixed spin and parity model tests.

The investigation of the tensor structure of the HVV interaction is based on the assumption that the
observed resonance has spin equal to zero. Following the parametrisation defined in Eq. 1, scenarios

4

BSM CP-odd contributions 
(CP-violation!)

BSM CP-even contributions

Coupling ratios (κÃVV/κSM)tanα and κH̃VV/κSM measured directly,  
where κ̃x is the non-SM coupling scaled by the vacuum expectation 
value over 4×energy scale for new physics (Λ) to be consistent with  
g4/g1 and g2/g1 

E.g.
0+ → (κ̃AVV/κSM)tanα=0, κ̃HVV/κSM=0 

0-  → (κ̃AVV/κSM)tanα=1, κ̃HVV/κSM=0

sα := sinα 
cα := cosα



Matrix-element calculation

Scattering amplitude can be separated into 3 helicity states with 
amplitudes dependent on g1,2,4
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6

Helicity amplitude formalism
Helicity amplitudes: contributions to the total amplitude from the

different daughter helicities
Determined by theory, measured by experiment

Example:
Massive gauge bosons (W,Z) have Jz = 0,±1 possible helicity states; 9

total amplitudes, Akl
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Appendix A: Analytical angular distributions

In this appendix we present the general angular distribution in the production and decay of a particle X , with any
integer spin J , in parton collisions ab → X → V1(q1)V2(q2), V1 → f(q11)f̄(q12), V2 → f(q21)f̄(q22), as derived in
Ref. [19] and generalized here to remove the constraint between the Aαβ and Aβα amplitudes. Helicity amplitudes
Aαβ depend on the vector boson resonance masses m1 and m2, as described in Eqs. (14), (17), and (21), and related
formulas incorporating the couplings. We work in the rest frame of the resonance X and all angles that we use below
are defined in Section II.
The amplitudes Aαβ are, in general, complex and the angular distribution is parameterized by the magnitude of

the amplitude |Aαβ | and the phase φαβ = arg(Aαβ/A00). The angular distribution is

NJ dΓJ (m1,m2, cos θ∗,Ψ, cos θ1, cos θ2,Φ)

d cos θ∗dΨd cos θ1d cos θ2dΦ
=

F J
0,0(θ

∗)×
[

4 |A00|2 sin2 θ1 sin
2 θ2

+ |A++|2
(

1 + 2Af1 cos θ1 + cos2 θ1
) (

1 + 2Af2 cos θ2 + cos2 θ2
)

+ |A−−|2
(

1− 2Af1 cos θ1 + cos2 θ1
) (

1− 2Af2 cos θ2 + cos2 θ2
)

+ 4|A00||A++|(Af1 + cos θ1) sin θ1(Af2 + cos θ2) sin θ2 cos(Φ+ φ++)

+ 4|A00||A−−|(Af1 − cos θ1) sin θ1(Af2 − cos θ2) sin θ2 cos(Φ− φ−−)

+ 2|A++||A−−| sin2 θ1 sin2 θ2 cos(2Φ− φ−− + φ++]
]

+F J
1,1(θ

∗)×
[

2|A+0|2(1 + 2Af1 cos θ1 + cos2 θ1) sin
2 θ2

+ 2|A0−|2 sin2 θ1(1− 2Af2 cos θ2 + cos2 θ2)

+ 2|A−0|2(1− 2Af1 cos θ1 + cos2 θ1) sin
2 θ2

+ 2|A0+|2 sin2 θ1(1 + 2Af2 cos θ2 + cos2 θ2)

+ 4|A+0||A0−|(Af1 + cos θ1) sin θ1(Af2 − cos θ2) sin θ2 cos(Φ+ φ+0 − φ0−)

+ 4|A0+||A−0|(Af1 − cos θ1) sin θ1(Af2 + cos θ2) sin θ2 cos(Φ+ φ0+ − φ−0)
]

+F J
1,−1(θ

∗)×
[

4|A+0||A0+|(Af1 + cos θ1) sin θ1(Af2 + cos θ2) sin θ2 cos(2Ψ− φ+0 + φ0+)

+ 4|A+0||A−0| sin2 θ1 sin2 θ2 cos(2Ψ− Φ− φ+0 + φ−0)

+ 4|A0−||A0+| sin2 θ1 sin2 θ2 cos(2Ψ+ Φ− φ0− + φ0+)

+ 4|A0−||A−0|(Af1 − cos θ1) sin θ1(Af2 − cos θ2) sin θ2 cos(2Ψ− φ0− + φ−0)
]

+F J
2,2(θ

∗)×
[

|A+−|2(1 + 2Af1 cos θ1 + cos2 θ1)(1− 2Af2 cos θ2 + cos2 θ2)

+ |A−+|2(1− 2Af1 cos θ1 + cos2 θ1)(1 + 2Af2 cos θ2 + cos2 θ2)
]

+F J
2,−2

[

2|A+−||A−+| sin2 θ1 sin2 θ2 cos(4Ψ− φ+− + φ−+)
]

−F J
0,1(θ

∗)×
[

4
√
2|A00||A+0|(Af1 + cos θ1) sin θ1 sin

2 θ2 cos(Ψ− Φ/2− φ+0)

+ 4
√
2|A00||A0−| sin2 θ1(Af2 − cos θ2) sin θ2 cos(Ψ + Φ/2− φ0−)

+ 2
√
2|A−−||A+0| sin2 θ1(Af2 − cos θ2) sin θ2 cos(−Ψ+ 3Φ/2 + φ+0 − φ−−)

+ 2
√
2|A−−||A0−|(Af1 − cos θ1) sin θ1(1− 2Af2 cos θ2 + cos2 θ2) cos(−Ψ+ Φ/2 + φ0− − φ−−)

+ 2
√
2|A++||A+0|(1 + 2Af1 cos θ1 + cos2 θ1)(Af2 + cos θ2) sin θ2 cos(Ψ + Φ/2− φ+0 + φ++)

+ 2
√
2|A++||A0−|(Af1 + cos θ1) sin θ1 sin

2 θ2 cos(Ψ+ 3Φ/2− φ0− + φ++)
]

−F J
0,−1(θ

∗)×
[

4
√
2|A00||A0+| sin2 θ1(Af2 + cos θ2) sin θ2 cos(Ψ+ Φ/2 + φ+0)

+ 4
√
2|A00||A−0|(Af1 − cos θ1) sin θ1 sin

2 θ2 cos(Ψ− Φ/2 + φ−0)

+ 2
√
2|A−−||A0+|(Af1 − cos θ1) sin θ1 sin

2 θ2 cos(Ψ+ 3Φ/2 + φ0+ − φ−−)

jpilcher
Sticky Note
Make clear what the gray and blue balls represent, perhaps on the diagram.



ZZ Background correlations
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Signal Correlations

Impact on the expected likelihood curve (fitting with signal-only model) 
from removing more correlations in the 5D shape sensitive to g1,2,4
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Signal Correlations

Example of a small functional dependence between Φ and cosθ1 that 
appears for CP-states “nearby” 0- (also occurs for cosθ2 vs. Φ)
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Impact from background-rejection observables

m4l has largest impact by far out of background discriminants
40 J. Webster
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Test of asymptotic approximation
Asymptotic approximation allows us to infer uncertainty intervals from a single 
-2lnΛ scan, which saves lots of CPU time 
This is only valid if -2lnΛ values at the injection point are distributed like a 
ChiSquare function (typically the case when Nevents is large)
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Compatibility of the two methods

Same set of checks done for alternative ME-Obs fitting method as 
well 
How do the expected results compare for the 2 methods? 

Results compared for 300 SM toys generated from MC:
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Compatibility of the two methods
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Distributions from Toys: g2/g1
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Post-analysis
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Comparison to CMS

CMS spin/CP combination published in November, 2014  
[arXiv:1411.3441] 

Some differences w.r.t. ATLAS 
Results reported in terms of admixtures fa2(=fg2) and fa3(=fg4) 
More data: 7 TeV included for H→WW*→eνμν 
Multiple parameters allowed to float at the same time  
(analogous to a simultaneous fit for g4/g1 and g2/g1) 
More inclusive selection: 50 events passing in ZZ* final state,  
56 expected
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http://arxiv.org/pdf/1411.3441.pdf


Comparison to CMS
CMS spin/CP combination published in November, 2014 [arXiv:1411.3441]
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50 6 Study of spin-zero HVV couplings
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Figure 25: Expected (dashed) and observed (solid) likelihood scans for effective fractions fL1
(top), fa2 (middle), fa3 (bottom). The couplings studied are constrained to be real and all other
anomalous couplings are fixed to the SM predictions. The cos fai term allows a signed quantity
where cos fai = �1 or +1. Plots on the left show the results of the H ! WW ! `n`n analysis
expressed in terms of the HWW couplings. Plots on the right show the combined H ! WW
and H ! ZZ result in terms of the HZZ couplings for Rai = 0.5. Measurements are shown for
each channel separately and two types of combination are present: using aWW

1 = a1 (red) and
without such a constraint (magenta).
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Figure 25: Expected (dashed) and observed (solid) likelihood scans for effective fractions fL1
(top), fa2 (middle), fa3 (bottom). The couplings studied are constrained to be real and all other
anomalous couplings are fixed to the SM predictions. The cos fai term allows a signed quantity
where cos fai = �1 or +1. Plots on the left show the results of the H ! WW ! `n`n analysis
expressed in terms of the HWW couplings. Plots on the right show the combined H ! WW
and H ! ZZ result in terms of the HZZ couplings for Rai = 0.5. Measurements are shown for
each channel separately and two types of combination are present: using aWW

1 = a1 (red) and
without such a constraint (magenta).
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http://arxiv.org/pdf/1411.3441.pdf
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Fast TracKer Trigger Upgrade



FTK Overview

Track reconstruction in the trigger is challenging and slow 

FTK is a hardware solution designed to do full track reconstruction 
at the O(100 KHz) level 1 output rate 

helix parameters and χ2 values get passed to level 2, freeing up 
resources for more complicated trigger decisions 
b-jets, τ leptons, track-MET, etc. 

Parallel pattern matching for hits with Associative Memory (AM)

49 J. Webster



FTK Design

A potpourri of boards and technologies
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(SSB) to attach hits from the remaining 4 logical layers (IBL and 3 stereo SCT layers). Tracks which113

successfully attach hits in three out of the remaining four layers and pass a second �2 cut are considered114

the final tracks.115
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Figure 1: Functional sketch of FTK. AM is the Associative Memory, DO is the Data Organizer, FLIC is
the FTK-to-Level-2 Interface Crate, HW is the Hit Warrior, ROB is the ATLAS Read Out input Bu↵er,
ROD is a silicon detector Read Out Driver, and TF is the Track Fitter. Second Stage Fit is referred to as
the Second Stage Board.

FTK interfaces to the rest of the HLT through the FLIC, the FTK Level-2 Interface Crate. It formats116

the FTK track output, now in Raw Data Output (RDO) format, into ROD fragments and sends the data to117

the ROSs. The track output consists of the helix parameters as determined by FTK, and the FTK cluster118

information. At 3⇥1034 cm�2 s�1 luminosity with 25 ns bunch spacing there are ⇠300 tracks per event119

found by FTK. There are 100 bytes of data per track leading to a data transfer rate between FTK and the120

ROSs of 3 GB/s.121

FTK track information can be utilized in three di↵erent ways at the HLT. First, algorithms may use122

the track parameters as calculated by FTK. In order to utilize their information, FTK RDOs are converted123

to HLT input objects which contain the track parameters and Pixel and SCT cluster positions calculated124

by FTK. There is a time, yet to be measured, to unpack the data and create the input objects used by125

the HLT algorithms. Some algorithms may require performing a refit of the FTK track using the FTK126

cluster positions. Updated cluster-position errors are calculated based on the cluster width and then a127

refit is performed to the FTK cluster positions using the o✏ine Global �2 track fitter [5]. The time128

required, measured on an Intel(R) Xeon(R) CPU (2.27 GHz), is approximately 2 ms per track. Using a129

faster fitter with a simple material description (Distributed Kalman Fitter [6]) would reduce this time to130

roughly 0.5 ms per track, but with slightly worse parameter resolution. The final option is to use FTK131

track parameters to initiate (seed) HLT tracking. The first two methods require only the information132

provided by FTK whilst the third method additionally requires Inner Detector RAW data. Performance133

measurements from the first two methods are presented in this note.134

2.2 FTK Emulation135

FTK has a dedicated simulation framework, TrigFTKSim, to provide functional emulation of the hard-136

ware. At present it replicates all of the logical elements of FTK processing, but does not provide a137



FTK Design

Dual HOLA splits ROD data streams for DAQ and FTK 
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(SSB) to attach hits from the remaining 4 logical layers (IBL and 3 stereo SCT layers). Tracks which113

successfully attach hits in three out of the remaining four layers and pass a second �2 cut are considered114

the final tracks.115
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Figure 1: Functional sketch of FTK. AM is the Associative Memory, DO is the Data Organizer, FLIC is
the FTK-to-Level-2 Interface Crate, HW is the Hit Warrior, ROB is the ATLAS Read Out input Bu↵er,
ROD is a silicon detector Read Out Driver, and TF is the Track Fitter. Second Stage Fit is referred to as
the Second Stage Board.

FTK interfaces to the rest of the HLT through the FLIC, the FTK Level-2 Interface Crate. It formats116

the FTK track output, now in Raw Data Output (RDO) format, into ROD fragments and sends the data to117

the ROSs. The track output consists of the helix parameters as determined by FTK, and the FTK cluster118

information. At 3⇥1034 cm�2 s�1 luminosity with 25 ns bunch spacing there are ⇠300 tracks per event119

found by FTK. There are 100 bytes of data per track leading to a data transfer rate between FTK and the120

ROSs of 3 GB/s.121

FTK track information can be utilized in three di↵erent ways at the HLT. First, algorithms may use122

the track parameters as calculated by FTK. In order to utilize their information, FTK RDOs are converted123

to HLT input objects which contain the track parameters and Pixel and SCT cluster positions calculated124

by FTK. There is a time, yet to be measured, to unpack the data and create the input objects used by125

the HLT algorithms. Some algorithms may require performing a refit of the FTK track using the FTK126

cluster positions. Updated cluster-position errors are calculated based on the cluster width and then a127

refit is performed to the FTK cluster positions using the o✏ine Global �2 track fitter [5]. The time128

required, measured on an Intel(R) Xeon(R) CPU (2.27 GHz), is approximately 2 ms per track. Using a129

faster fitter with a simple material description (Distributed Kalman Fitter [6]) would reduce this time to130

roughly 0.5 ms per track, but with slightly worse parameter resolution. The final option is to use FTK131

track parameters to initiate (seed) HLT tracking. The first two methods require only the information132

provided by FTK whilst the third method additionally requires Inner Detector RAW data. Performance133

measurements from the first two methods are presented in this note.134

2.2 FTK Emulation135

FTK has a dedicated simulation framework, TrigFTKSim, to provide functional emulation of the hard-136

ware. At present it replicates all of the logical elements of FTK processing, but does not provide a137



FTK Design

An input mezzanine clusters incoming hits, and the Data Formatter 
sorts hits into η-φ towers (64 FTK towers)
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(SSB) to attach hits from the remaining 4 logical layers (IBL and 3 stereo SCT layers). Tracks which113

successfully attach hits in three out of the remaining four layers and pass a second �2 cut are considered114

the final tracks.115
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Figure 1: Functional sketch of FTK. AM is the Associative Memory, DO is the Data Organizer, FLIC is
the FTK-to-Level-2 Interface Crate, HW is the Hit Warrior, ROB is the ATLAS Read Out input Bu↵er,
ROD is a silicon detector Read Out Driver, and TF is the Track Fitter. Second Stage Fit is referred to as
the Second Stage Board.

FTK interfaces to the rest of the HLT through the FLIC, the FTK Level-2 Interface Crate. It formats116

the FTK track output, now in Raw Data Output (RDO) format, into ROD fragments and sends the data to117

the ROSs. The track output consists of the helix parameters as determined by FTK, and the FTK cluster118

information. At 3⇥1034 cm�2 s�1 luminosity with 25 ns bunch spacing there are ⇠300 tracks per event119

found by FTK. There are 100 bytes of data per track leading to a data transfer rate between FTK and the120

ROSs of 3 GB/s.121

FTK track information can be utilized in three di↵erent ways at the HLT. First, algorithms may use122

the track parameters as calculated by FTK. In order to utilize their information, FTK RDOs are converted123

to HLT input objects which contain the track parameters and Pixel and SCT cluster positions calculated124

by FTK. There is a time, yet to be measured, to unpack the data and create the input objects used by125

the HLT algorithms. Some algorithms may require performing a refit of the FTK track using the FTK126

cluster positions. Updated cluster-position errors are calculated based on the cluster width and then a127

refit is performed to the FTK cluster positions using the o✏ine Global �2 track fitter [5]. The time128

required, measured on an Intel(R) Xeon(R) CPU (2.27 GHz), is approximately 2 ms per track. Using a129

faster fitter with a simple material description (Distributed Kalman Fitter [6]) would reduce this time to130

roughly 0.5 ms per track, but with slightly worse parameter resolution. The final option is to use FTK131

track parameters to initiate (seed) HLT tracking. The first two methods require only the information132

provided by FTK whilst the third method additionally requires Inner Detector RAW data. Performance133

measurements from the first two methods are presented in this note.134

2.2 FTK Emulation135
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FTK Design

AM sends matched patterns (“roads”) to AUX and χ2 values are 
calculated with full resolution hits from 8 layers
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tracks passing first stage, calculates helix parameters
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the Second Stage Board.
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More detail on the AUX

Full FTK system contains 128 AUX boards 

2 “Input” FPGAs + 4 “Processor” FPGAs per board

57 J. Webster
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Track Fitter

χ2 values calculated using linear approximation, multiplying hits by 
pre-stored constants 

5 Mb of constants stored on each FPGA 
Mixture of fixed and floating point formats 

Calculation is done for all combinations of hits in each road (there 
are often multiple hits per layer) 

Hits are sometimes missing in layers due to detector inefficiency 
Solution: If one layer is missing, calculate a “guessed” hit value that 
minimizes the χ2 

Design spec: average of 1 fit/ns per FPGA, 200 MHz clock speed 

Functional firmware in place: ~25,000 lines VHDL, ~10 W 
Ongoing work to increase speed (will be taken over by Karol Krizka)
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FTK Installation Schedule

Dual-output HOLA cards installed in 2012-2013 

“Vertical slice” tests done with live data in 2013: just testing HOLAs and pattern 
matching in slice of detector 

Recent data tests during M7 

AUX status: TDR done, PRR early 2015, testing prototypes at Chicago and CERN

59 J. Webster

Updated Installation Schedule

Goals for 2015:

I Commission full FTK slice with AMchip05 (1st step)

I Commission full Input and Output system (1.5th step)

I Commission full FTK slice with AMchip06 (2nd step)

KK (FTK Collaboration) AUWFTK2015 2015-04-23 4 / 17



Performance in Simulation

Efficiency evaluated w.r.t. offline for single muons & pions 
 = NOff(dROff-FTK < 0.05) / NOff

60 J. Webster
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Figure 7: FTK e�ciency with respect to o✏ine in muon and pion samples versus pT , ⌘, �, d0, and z0.
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Figure 7: FTK e�ciency with respect to o✏ine in muon and pion samples versus pT , ⌘, �, d0, and z0.
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Efficiency w.r.t. truth ~ 90% for muons, lower for pions due to more 
hadronic interactions



Performance in Simulation

Simple b-tagger built using FTK d0 significance 

b-tag trigger efficiency calculated for three different rejections w.r.t. 
offline b-tag efficiency
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Figure 20: Transverse impact parameter significance of tracks associated to light-flavor (black) and
heavy-flavor (red) jets. The solid lines show the distribution for the o✏ine tracks, whereas the points
show the FTK tracks. The left-hand plots show the distribution in the barrel and the right-hand plots
show the distribution in the end-caps. The upper plots are for the µ = 46 sample and the lower plots are
with the µ = 69 sample.
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Figure 25: E�ciency of the FTK b-tagging algorithms as a function of the JetCombNN o✏ine selection
e�ciency in the barrel (right) and in the end-cap (left) for 3 di↵erent FTK working points. The black
curve shows the FTK operating point that gives a factor of 18 light-flavor rejection, the red curve shows
the FTK operating point with a factor of 5 light-flavor rejection, and the blue curve the FTK operating
point with a factor of 2 rejection. The upper plots are for the µ = 46 sample and the lower plots are with
the µ = 69 sample. The widths of the curves indicate the size of the statistical uncertainties.
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Conclusion

FTK will be a critical tool for 
doing physics at high pile-up 

Full detector implementation by 
2017 

Start thinking about final states 
with lots of b’s and τ’s!
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Figure 1: The AUX v2 prototype with the heat sinks removed.
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AUX prototype




